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THE UTILITY OF MULTIPLE DISCRIMINANT ANALYSIS IN CLASSIFYING STUDENTS P

. Kevin D. SheTI and W1111am K LeBon
ro Purdue Un1vers1ty S N

A_birﬂ
This‘study examines the utility of mu]tipTe‘dIscriminant ana]ysis in
predicting engineering field of'study' Represent1ng Six fields of
study, 2921970 and 301 1972 freshman eng1neers -at Purdue University

? were adm1n1stered the Purdue Interest Quest1onna1re {P1Q). Mu1t1p1e

d1scr1mJnant adalysis was performed on the s1x Englneerfng Spec1a1ty

~ Scales of the PIQ us1ng the obtained scores of the’ T97O studehts

These students were then c1aJs1f1ed by means of d1scr1m1nant func-»

:t1ons 1nto Six eng1neer1ng ffelds of study Each .predicted cTass1f1-

cation was then compared to the actua1 fourth ‘semester cTass1f1ca-

|

. t1on, and agcuracy percentages for eacn field were computed. As a

cross validation of the d1scr1m1nant anaTys1s, these same. d1scr1m1- >

- nant functions were ‘used-to c]ass1fy in the same manner the . sampTe of
"1972 students Then the two student samp]es were pooTed together, a
new d1scr1m1nant ana]ys1s was: performed, and by means of the new func—};f
tions ‘the group of pooled students was again classified as before In->

generaI, correct c1ass1f1cat1dn percentages. s1gn1f1cant1y,exceeded (p
< OOT) percentages predﬁcted py chance F1na11y, it was observed in
the Cross- vaT1dat1oQ procedure that cons1derat1on by~ the counse]or -

and a. student of the. f1rst or- second classification cho1ce as optimal
for success greatly 1ncreases the likelihood of making the best dec1-

4
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The Utility of Mu]tip]e Discriminant\ nalysis.in Classifying Students

L e ,,‘,

Kev1n D. SheH and myi’amx LeB6ld = -

Purdue University o

|

endeavors to hssist beq1nn1ng students dec1de whether to pursu study

o R . ot o t L ,

,-f_‘ C 'The Depa tment of Freshman, Eng]nler1ng at Purdue Un1vers1;y ' /”‘\

L in a Spec1a1 area of eng1neer1ng or whether to cons1der a field.aof

,i’f‘h jfﬁ} study outs1de eng1neer1ng For the” mdst part #the students h vgggeen-,

‘ | fa1r1y certain 1n théir desires fo pursue a study of eng1neer ng. ;H

- %" Therefore, the quest1on of pr;mary 1mpodtance has been one .of wh1ch‘

' sp?41a1ty area of eng1neer1ng wou]d be most desmrab] to pursue.

e B fv Measures of “ability and ach1evement both dur1nékb

o) dur1ng the first semester of co]]ege sludy, have found w1despread use»f‘

,f apong counselors. in ass1st1ng students through their academ1c endeav—

‘ ’ drs; However, it also has been shown that a student S 1nvent0r1ed ,3

3 R ﬁﬁtterestﬁ are a worthwhile source F—additional 1nformat1on when .

cons1der1ng appropriate areas of academ1c concentrat1on w1th1n co]-' {

1ege By far, the most w1de1y’ut111zed 1nventory measur1ng 1nterests‘m

has“4n the past been the Strong[@ocat1o al Interest Blank (SVIB): -- \:

now the Strong-Campbell Interest, Inventory (SCII) All sca]es in “

\ the "SVIB .have been cons1dered n exam1nLng the,1nventory s ut111ty .
1n d1fferent1at1ng spec1a1 groyps Aposta] 1968 Ohappe] 1967; ‘

Clemens & L1nden, 1970) Ing&grt1cu]ar, the eng1neer1ng scale has

y
1

igh school and B

p

been examined concern1ng its ptility in pred1ct1ng p]aqement in engl- .

. neer1ng as a whole and in a spec1a1ty area w1th1n eng1neer1ng (Curtqs,,,of
~ 19703 Haddock 1968; Mayf1e&d 1960; Mcéampbe11 1966). Of, greater ‘,ﬁ":

R importance, however, has’ been the exam1nat1on of the pred1ct1ve - /

,ut111ty of spec1a1 sca]es,‘deve1oped from the SVIQ\ .in d1fferent1— /

at?ng‘éng1neernng specialty area (Haddock, 1968 Mayfield, 1960; /.

‘McCampbeJ] 1966) and in predicting eng1neer1ng achievement (Campb74f,
194Q;~Curtfs, 1970) and engineering perS]stence (Benjamin, 1967; | | :

" Curtis, 1970 England, 1956; Haddock, ]968) A review of research ' 5‘

" : concerning the ut1]1ty\\f measured interests may be found in Be;ﬁa- '

min (1967), Curtis (1970), DelLaureti 975), and McCampbe11,(}‘66).
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Efforts ware?begun in- th@ m1d ]960 s to deve]op sca]es that

wou]d d1fferent1ate thevmaJo# eng1neer1ng spec1a1ty areas at Purdue
University n’ order to assist the cqunse]ors w1th1n the.Department
of Freshman Eng1neer1ng i the1r efforts to assist- students The
fru1t of these efforts was the Purdue Interest Quest1onna1re (PIQ)
(LeBo]d and: Gorman, 1966) - Tre P10 .scales were ana]yzed and Te- _
v1sed through the efforts of DeLauret1s (}975), who examined- the .

~
: pred1ct1ve ut111ty of the reV1sed sca]es 1n c]ass1fy1ng both

eng1neer1nq students and transfer students from eng1neer1ng The

’ current vers1on of the PIQ is deschbed ghd 111ustrated by LeBo]d

Shell, and- DeLauret1s (e77). . . i
A]though cross va11dat1on stud1es of spee1a1ty sca]es, *«_g i

‘ deVe1oped from the SVIB ‘have had. encourag1ng resu1ts (Chappell,

]967 Curtis,. 1970 McCampbe]] 1966), no dlSCr1m1nant funct1on
cross va11dat1on stud1es have been attempted wwth the PIQ
DeLauret1s (1975) found that d1scr1m1nant ana]ys1s us1ng the PIQ

Y pr

» sca]es produced d15cr1m1nant funct1ons that cou]d accurate]y ‘

c1ass1fy eng1neer1ng studehts 1n their subsequent‘ fburth semes -
ter, spec1a1ty areas,“but because of the’ unava11ab111ty of necessary‘
data at, tha& time he was not able to Cross- va11date the der1ved
discrfminanﬁ ;’nct1ons)ph an 1ndependent samp]e of*enq1neer1ng
students I

a cross- va11d't1on of der1ved d1scr1m1nant funct1ons, us1ng PIQ

S thereforé one purpose of th1s study to perform

scales, in predicting the’ fourth semester c]ass1f1cat1on of
eng1neer1ng~students into the1r specialty: areas ' i

- Mu]t]p]e d1scr1m1nant ana]ys1s, in short generates a set }
of we1ghts which, .when. comb1ned with the variaple under investiga-
tion, maximize the individual differences among the c]ass1f1cation
“groups and, at the same t1me, m1n1m12e the 1nd1v1dua1 d1fferences
w1th1n each group. The rat1ona1e of multiple d1scr1m1nant ‘analysis -
1s similar to that of mu1t1p1e regress1on However, in the case of ‘
c]ass1f1cat1on group membewsh1p character1zes a nominal scale rathei
than an interval scale, which is necessary in Just1fy1ng mu1t1p1e <

regress1on procedures e

a7

&



. The procedures of'mu1t1p1e d1scr1m1nant ana]ys1s may be exam1ned‘
P 1n works by Cooley and Lohnes (1971) Rulan,” Ttedeman, Tatsuoka, and
' Langmu1r (1967), or Tatsuoka (1971) ' A]summarized description can
be found in DelLauretis (1975) I -
The'purposes of-this study were .
] * 1. to examine discriminant analysis resu]ts, us1ng the
six PIQ Engineering Spec1a1ty Sca]es, 1n pred1ct1ng the fourth sem-
ester c]ass1ﬁacat1on of eng1neer1ng students into the1r specialty
' areas, 1nc1ud1ng a cross- va11dat1on of der1ved discriminant functions;,
2. to compare resu]ts of two c]as§1f1cat1on procedures: |
minimum chi-square rule and max1mum probability ru]e, and
- 3. to examine the pradictive ut111ty of cons1der1ng first-

or secand cho1ces instead of on]y he-first choice.
. K]

Methods o
‘ Subjects were sampled from freshman engineers enrolled in
"Purdue»University's'Department of Freshman Engineering in the fall
. semesters of 1970 (FE70) and 1972 (FE72). The FE70 samp]e consisted
of 292 students, and the FE72 sample, of 301 students, consisting’
almost entirely of males’ The FE70 sample represented six fields
- wWith samp]es from each f1e1d rang1ng from 29 to 85 students The
" FE72 samp]e, represent1ng the sa“ s1x fields, conta1ned between
21 and 85 students for’ each field. ‘Each student was administered
the Purdue Interest Quest1onna1re (PIQ), which conta1ned thirteen -
scales, six, of which: concern spec1a1ty areas of study w1th1n
engineering at Purdue Aeronaut1ca1 (AE), Chemical (CHE), Civil
« . (CE), E]ectr1ca1 EEX\ Industrial (IE), and Mechanical (ME).  The
raw score “for each student on each scale was determ1ned from
response we1ghts developed by Delauretis (1975) in construct1ng the
" Purdue Engineering Interest Blank (PEIB). Standard scores were
~ then computed based upon ‘distributional stat1st1cs of a-1966 norm
reference group, which consisted of 987 beginning freshman engineers.

.
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The student scale scores are identical to those used by DeLauret1s

in construct1ng and exdamining the PEIB These proqeduresvwere
used in the present study .because either fhey are still in current
use with the PIQ or they afford the best means at present of
utilizing the PIQ - o / ' o

A maJor task for counselors w1th1n Freshman- Eng1neer1ng is the
‘guidance of each beg1nn1ng engineering student toward that area of
' engineering which: best meets that student S ab111t1es, interests,
attitudes, etc. With th1s in mind’ one might tend to ask a question
such as, “wh1ch area of engineering shou]d th13 particular student
pursue?" : - / '

This’ type-of quest1on calls for- the use of multiple d1scr1m1—
nant-analysis. A statistical rout1de (MDACAL, 1970), available -atws
Purdue Unfversity's CDC 6500 computing facilityl, was used in per-
forming the rieeded discriminant analyses and cTass%ficat%pns. Two
discriminant analyses were carried out with the six Engjneering
Specialty Scales, and discriminant functions were calculated for
each ana1y§js. First, the FE70 group was “used in calculating

discriminant functions, by means of which this FE70 group was re- -

classified (just as Delauretis (1975) had-previously done) and by
means of which the FE72 group was independently classified, thus
serving as a measure of the predictive power of the discriminant
funct1ons derived from the six sca]es Secohd the FE70 group
and FE72 group were comb1ned to form a s1ng1e (hopefully more
representative) group, new discriminant functions were ca]cu]ated

)
d

and this combined group was then reclassified.

-

Each classification took place within the (reduced) discrimi-

nant space rather than in the original pred1ctor space. Also,
c]ass1f1cat1on was performed according to each of two rules: the

1 Adapted from Cooley, W.W. & Lohnes, P.R. Mu1b.p]e Procedures :
for the Behav1ora1 Sciences. 1962 116-134. ’

)
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“minimum chi- square rule ‘and the max1mum (Bayes1an) probab111ty rule.
According to the minimum chi- -square ru]e, a”student is classified in

to

the’ category for. which the d1stance hetween his discriminant ° score for -
* rthat category and its correspond1ng centroid is the smallest. These

distances fb]]ow a chi- -square d1str1butnon On the other hand, the
. maximum (Bayes1an) probab111ty ru]e c]ass1f1e6 the student accordﬁng
‘ﬁ to the d1scr1m1nant score haying the’ greatest pr1or1 probab111ty 0
f1t, i.e., fo]]ow1ng the proport1ona1 d1str1but10n of mem;ersh1p wit
_ each area of engineering stu w ' ' -

'A'"h1t -miss’ Vtab]e was constructed for each c]ass1f1cat1on, com
paring the pred1ct1ve ut111ty of the minimum chw square ryle with th
of the max1mum probab111ty rule. A'"hjt" occurs whenever prad1cted

c]ass1f1cat1on Matches’ actuaT fourth- semester classification: The
- 0vera11 percentage, 0f(51ts, as well as,the .percentage of hits for ea

,group were reponted and served as the pred1ct1ve power 1nd1ces In

~

.add1t1on, dur1ng the 1ndependent class1f1cat1on (cross va11dat1on of'

the d1scr1m1nant functions) the overa]] percentage of first-or-secon
’ cho1ce hits, as we]] as the percentage of such,h1ts fo each eng1nee
ing grcup, were calculated.and compared with firstt Cho1ce on]y hits.
Each cTass1f1cat10n proport1on was compared aga1nst the ong-tai
‘cr1t1ca1 value correspond1ng to' the chance probability of class fica-

~E%n wh1ch was based upon the proport1ona1'§Abup size with respect
the relevant- -year gneupfﬁ;#

-

estimat1on formula adapted from Hays (1973 p 379):

- , : ~
Doiriag = Pat 2z ¥ EOKJ 1’p01‘ .
'cr1t1ca1 0 “lea — /_ﬂ
: ) = .

\

jwhere Py is “the chance probaLility, \z is the N(0,1) dev1at1on score,
is the a priori statistical s1qp1f1cance level, and n is the sam;ﬂa
size. In addition, "pragmat1ca11y significant" differences -- those.
found to be cons1stent over c]ass1f1cat1on attempts but not found to.
be stat1st1ca1;¥/s1gn1f1cant -~ were examined..

Differences jin hit proportions, as found by the two c]ass1f1cat
.ru1es, were exam ed by means of the formula, |

The cr1t1ca1 .values were ca]cu]ated,py an

f}‘
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where Py is the hit proportion us1ng the m1n1mum chi- square rule, p2 ’
* the Rit proport1on dsing the maximum probab111ty ru]e, and n is the -
sample size (Downie & Heath; 1974, p: 182). '
n L e L A
‘ :fa// S | , Resu]é% - S -';r‘ -
o =~
, As a gu1de to 1nterpret1ng the- c1ass1f1cat1on resuP%s, Tab]&\/
' was constructed " The propo(tlﬁn of each’ eng1neer1nq;g;oup to the J
total group was computed and//dent1f1ed as the probability that any
student wouﬂd be c]ass1f1ed¥1nto that group by chance alone. From
. this a- ohe- ta11ed cr1t1ca1 value was estimated for each group and
each class1f1cat1on rocedure according to. three levels of signifi-
“cance (a = .OB; .01;X.001) - was entered as a percent ge .into Table 1.
‘Q Thus each c1ass1f1cat1on percentage can be compared W1th its re]evant
Sprrespond1nq (chance) critical va]ue given in Tab]e 1-as a means of '
s .stat1st1ca11y test1ng the pred1ct1ve dccuracy ofﬁthe discrimi ant '
' funct10ns o o 3
Tab]es 2, 3, and 4 show the accuracy w1th wh1ch student within!
each of the six eng1neer1ng specialty groups were. c]ass1f1e by the ;_"4 .
s1x¥§{oup discriminant analysis design. It is noted that the first '
-entry within each cell of the tables is the peyicéntage of students
i c1assified by the minimum chi-square rule, whi?e the second entry- k
is ‘the percentage c]ass1f1ed by the maximum (Bayesian). probabi]ity -
Y rule. A]so note that: d1agona1 cells. d1sp1aylthe percent ge of each
actual group being correéctly c1assif1ed . X (/a l
,'; D1§cr1nnhant analgsis Was carr1ed out on. the six FE70 groups< . \
Us1ng the five discriminant functions calculated, the FE70 groups L
were reclassified (Tab]e 2), and the FE72 groups were then 1ndepen- St

_ \
dently classified (Tab]e.3) as a check of the pred1ct1ve utility \gf

i
4




_ s TABLE 1
. s sy o ; , -
' - ARPROXIMATE ONE-TAILED CRITICAL VALUES® FOR CHANCE PROBABILITY -

Al

OF CLASSIFICATION BASED UPON PROPORTIONAL ©ROUP STZE«

- FOR PREDICTED ENGINEERING GROUP
. GROUR,_ ol AE L CHE CE EE CIE - ME
A ] 05 213 217 252 372 1191 28.2
1970 |- o> 250 0 2557 ‘psos 406 228 317
b 29,2 2956 32,9 '_§4.3 27.0 3BT
i J N - ”
| s 2003 18,4 /275 . 36.3. 16.2 334
1972 | o1 |20 321 3.0 £,39,6  20.0  36.8
.001 | 28.1  26.3  3&9 43‘3J; 24.2  40.6.
"1970 | .05 {.18.2 = 17.4 23.8 . 344 14,9 28.4
& .01 | 208 200 2.4 36.8 175  30.8.
972 | .o01 | [*23.7 230" 29.2 "39.4  20.5  33.6
— ‘ o . '
+Mote. n(FE70) = 292 n(FE72) = 301; n(FE70 &°FE72) = 593.
. \\\pA + z Poll - Pg) | vihere n = sample size.h
. d@]t]ca1 0 -a ~= = o b

‘(of accuracy)’of the five discriminant functions a?rosé samples. N
Subsequentiy, the FE70°groups and the FE72 groups were pogﬁed; a 2
new d1§ér1m1nant analysis was’carried out,;and by means of .the
\. f1ve, new discrimipant funct1ons a rec]ass1f“cat1on was made of. VQ\ '
' the pooled FE70 and'FE72 groups - (Table 4). Table 5 presents a K
'5ummary of each engineering groups correct CTE;;\(1cat1on percent-
age as each of these three classifications was performed .
*  Tables 2 through B show all entries with1n the diagonal’ ,
- classification cells arei;1gn1f1cant1y greater than their re]evant
corresponding (chance) critical value given in Table 1 at'the ’
p < dOS level of.significance (and for most cases beyond the 4
p < .001 1eve]) when the minimum chi-square ru]e/jé used Th1s

also is true with but two exceptions (c]ass1f1cat1on resu]ts

N




‘L - | ~ TABLE 2

RECLASSIFICATION MATRIX (SIX- GROUP DISCRIVTNﬁNT DESIGN):
/FEEO _ENGINEERING SPECIALTY GROUPS

IR (IN ‘PERCENTAGES) . . v
. * .. ] . | N
L~ 7 .h ‘ : .~ . : —
1 | i PREDICTED GROUP
ACTUAL ' — — —~
GROUP AE CHE ~ 'CE - EE ~ IE  ME
‘ . ; —p 30.‘,\4 ; ’ 3 o 7 , ‘;)A S
AE 50.07 | M. 2.8 - 1111( i 35,04
: (n = 36) N 50.0 - 8.3¢ 8.3 . '19.4 ----  13.9
-J o “3\ ’ ’ . - .
CHE 2.7 78. 4 =-=- 8.1 -~ 2.“:/' Cel)
‘=37 2.7, | 73.0° 2.7 13.5. © 2.7 BT
12 N . . & .- .
- e . \W . _ T
= CE . ---- s=== 75 0 --=-" .12.5% 12.5
(f = 28)°|. ---- - | 8. 2 20 et e
. - T NS ¥
EE- 4.7 . 7.1 - p.4 70.6 --=- 15.3
. - s 3
(h=.85). 35 ¢« 5.9 3.5 800 | --- 7.1
, SIE R 6.9 { 10.3 ---- |- 655 | 12.8
> (1% ="20) ',,' 6.0 % 6.9 . 13‘.“'8‘ . ’3.4. \ 62. 13\ . 6.9
Lo £ME 14.0% - 5.3 7.0 12.3 7. 8.8.° 52 6
i = . * : ’ . U '
(n = 57)| 17.5% . 3.5 4.0 - 15.8 = 8.8 \kgo 4
OVERALL PERCENTAGE \iCORRECTLY CLASSIFIED "' ) : 65.8
(h.= 292) . - 6.8
' Note 1. The first entry in each cell follows the m1n1mum chi-
AN square rule. The second entry follows the maximum probability
rule. n is the number of students within the actual group.
Note 2. Percentages are compared to cr1t1ca1 values for 1970
‘group in Table 1 for s1gn1f1cance
/ ’ . ~
st Above chance probab1hty but not significant
S1gnff1cant at p < .05
3S1gn1f1cant at p <..01 /
Significant at p < .001™ .

3
ook |
;‘5
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o ._“ L ;J_ CTABLE 3 -

‘ INDEPENDENT CLASSIFICATID% MATRIX SIX GBOUP DI&CPIMINANT DESIGN)
o  'FE72 ENGINEERING SPECIALTY GROUPS CLASSIFIED FROM ,
FE70 ENGINEERING SPECEALTY GROUP DISCRIMINANT FbNCTIONS
: : (IN PEPCENTAGES) »
ﬁ N . ,
| : ' v
| o PREDICTED GROUP © +
ACTUAL " - —
* GROUP AE - CHE = CE . EE.. -~ IE% ME .
S _ ~ _ : - gv . )
. 3,\1""%« ’ SR - : '
AE © 35.33. 5.9 8.8 .- 17.¢ . 2.9, ~-29.4%
(n = 34) || _‘29.4 5.9 1.8 - 26.5 2.9 - 23.5
* GHE L 3f~6 -~ 75.03 (mme= - 14.3 ., 3.6 3.6
I(n =28/ 7.1 | 64.3 | 3.6  21.4 - -mm= . 3.6 |~
.. \1\/)?'0 = \/ —t L{y_;\ S g
1 CE 8.8 . -10,5* |  38. 6, | 105 1.8 " '29 azf
|(f=57) <88 7.0 |-47.4° | 133 1.8 22.8
1 . - . _ — D )‘,v .
< EE 3.5 11.8% _c2.4 |67 1 ) ‘1.2 14.1'%-‘-..
e ; - \ . o
(h=85)| 24 - 71 ~ 2% | 76 50 | 1.2 410, 6| .
JIE e /"4.<8 _ -;,9-,55 mmm e 33.3? ;2 4
(h=21)| ---- ---= 238 T14.3 . 19.0 | 42 9’ _.
& M 19.7+ W5k 1701 105 2.6 | 355 .
" |(n.= 76) 19.7*' . 11.8% 1/8.4";_17.],“ 1.3 '\~3'1'.,6*,
. 1
OVERALL PERCENTAEE CORRECTLY CLASSIEIED ‘.,V" ¢ - 48.5
A (LR 1) AL Y % 3
"‘/\. — * . . -
" - |Nbte 1. The- f1rst entry in each ceH follows the minimur ch1-
< |square rlge -The second’ entry follows the maximum probability
rule. = \ N e
Note 2. Percentages are cowpared “to cr1t1ca1 va]ues for 1972
group in Table 1 for’ s1gn1f1cance .- .
i llbove chance probab1hty but not s1gmf1cant
S1gn1f1cant at p< 05 o 4 S
Smmﬁtant at p < .01 | T
" S1gn1f1cant/at p < .001 : A .
. 9 lr, ﬂ'




TABLE a

-

RétLASSIFICATIC‘ hPTRIX (SIX-GROUP DISCPIMINFNT DESIGN)

FE70 & FE72 ENGINEERING SPECIALTY GROUPS COHBINED
- (IN PERCFNTfGES)

g PREDICTED CROUP . )
ACTUAL B “a - : —
GROUP : AE - . CHE- Ce, ~-.EE IE- ME

AE 429 .6 7.1 10.0" 2 .07
(n = 70) 3C.F € 1724 20.0 - 0.k 20.0
}., [N .‘:“"k . PP -‘ 5
. CHE 1.5 %] 758 Tl 9.2 6.6 6.2
~ |(n = €5) R TR 7O B 5.4 2.6 6.2
| cE. 2.9 c.6 | e0.0 5.7 6.7. 20.0
(n =108)| 2.9 1.9 | 67767 1005 ¢ .3.87 13.3
v T ‘. 3\‘
FE i 9. 3.5 £5.9. | 2.4 14.1
2 ;. _
(n =-170) 2.9 o] 3,45 79.4° e N 8.2
‘ S ) I
IE G.o £.0 . 10.0 4. 64.0 "12.0
_ . 3
(n 50) £.0 2.0 fZ 12.0 8. 60.0 < 12.0
e o e e g R o
ME 4] 17 .3 2.5 2.3 0.8% | 39.8"
(n=133) || 16.2 6.0 24,1 . 16.8 6.8 | 27.8%
. | ] P
' 0V¢PA[L PYFCF‘”“Pc FDRPE(!LY CLASQLFIFD J 57.2
(n = 523} 87.7
Note 1. The first enirv in each cell Tellows the‘mﬁnimum chi-
square ‘rule. Too secend eiiry follows The rmaxinum probability
rule. : ) e -
Note 2.  Fercentages are compahe&lto critical values vor 1970
and 19£('qroup in Tabie 1 for signivicance. ‘
Above chance prchability hut.not significanit
1 . .
: S1nn1f1rant atpo, 08
S1gn1f1cunf at-n }tﬂ
3 R
‘ ,aign1f1cant at p o< 007 Y
10.




,1 \\.
1reggrdihg Mechanical Engineering (ME students given in Tables. 3
and 4) when the-..maximum p#obabi]ity'}ule is used.. Thus, all six X
groups of students, were in genera] classified correctly to a s1g—
nificant degree dbove chance. As an examp]e, consider the C1V11
Engineers (CE) of the FE72 eng1neer1ng specialty groups, classified
by the d1scr1m1nant funct1ons ca]cu]ated from the FE70 eng1pger1ng
cpec1a7ty groups (TaB]e 3). In examining Table 1, it is seen_that
for the FE72 groups the chance critical values corresﬁonding to
the CE“group for the.p < .65, 01, and .001 levels of significance
are respgctive]f 27.5,-31.0, and 34.9. 'As Table 3 shoWs,'the

minimum chi-square rule results in a correct c]assificatio@ per-

~ centage of 38.6, while the maximum probability wrule leads to 47.4

percent being cerrectly.classified. Both these percentabes are
abovesthe p ¢ .001 critical value of 34.9.
In further examining Tables 2 through 4, it -is seen that

Aeronautical Engineers (AE)'were consistently nﬁs;]assified‘ 1
acposs the three g]assification'procedures-(i.e., for FE70, for
FE%Z, and for pooled FE70 and FE72) above chance as Mechanical
Engineers (ME)(significant at'p < 05 for the pooled group of

“Table 4, i.e., 30.0 > 28.4). This was reciprocal in that w1th

both c]éssification rules ME students were consistently (a]though
not s1gn1f1cant1y) m1sc1a551r1ed above chanqp across the three
classifications ac [ students. _

‘It should also be noted that in the FE72 independent classi-
fication Industrial Ehg%neers (IE) were not only significantly
misclassified above -chance at p < .001 as ME students but were
misclassified (by both rules) to an gxteﬁ%»we]] above the percent-
age of correct classification (i.efjﬂ§8.4 > 33.3 and 42.9 »19.0).

In the examination of Table 5 it is seen that the overall
percentage of correct group classification is rather high.for
‘a11 threepzyéssificatiOn procedures usiné botH classification- .
rules. A hough the maximum protability rule consistenp]y pro-

duced better results that the minimum chi-square rule, in general

.
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 TABLE 5 - . ‘

- - B : -t
v . . -
:‘ * \ . -
. . .
; . »

CORRECT CLASSIFICATLON therg’was'no significant

. ¥ PERCENTAGE MATRIX:
ENGINEERING SPECIALTY GROUPS

}d%fferehce beﬁween the

(SIX-GROUP DISCRIMINANT DESIGN) - outcomes of the respective
| - © rules. )
: - During the independehtx
éggHéF FE70 FE72 &FEEQZ classification procegure'not
: ; - - R only were percentages calcu-
xﬁﬁé s 20.0 1 35.3 42.9 lated of first-choice correct
| :;ﬁ5» 1| 50.0 23.4 38:6 c]assificationé ("hits"), but’
EQVﬂhHE 78.4 75.4 | .Salso cdlculated were the per-
i Al 73.0° 64.6 centages, of correct c1a§§gfi-
cE \\15.0 60.0 | . c?t1on5'w1ﬁh respecF to the
; 83\4 . 67.6 first-or-second-choice--cor-
: — — rect second-choicé classifi-
EE 70'6\&*, 67.1 65.9 cations are sometimes .referred
8.0 |™76.5 79.4 to in the literature as "ngar
1E 65.5 33.3 | 4.0 hits." These results are
62.1 190 | 60.0 presented. in Table 6. How-
. ‘52.6 g 39.81‘ ?vgr, moment?ri1¥ returningg .
20.4 | P]'6 27.8 FO Table 57 it is seen thiﬁ,
in proceeding to the FE72-
5, 8gggéh#_ 65.8 48.5 57.2 ' indepehdenEic1assification h
AGE 66.8 49.2 57.7 from the FE70 reclassifica- "
‘ _ ) f.ﬂ- tion, a large decrease in
Jote. [Tne first enury in eich cell | correct classifications
The second entry follows the maxi- was observed for some groups
mum_probability ru]q. (e.q., AE, CE, IE, and ME).
?Difference significant at p\< .05 However, as is seen in Table
’Difference significant at p < .01 * 6, by considering "near hits"

as well as "hits,"” the cor-
rect;c1assificatjons increased substantially although not equally
across @roups (e.g., the increase in the CE group as comparead with
the increase in the other groups).tv The overall percentage qprrect]y
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TABLE. 6 - S ’
tORRECT INDEPENDENT CLASSIFICATION PERCENTAGE MATRIX:
~ (3$IX-GROUP DISCRIMINANT DESIEN)
“ "ENGINEERING SPECIALTY SCALES

,(FE7€/QCASSIFPED FROM FE70 DISCRIMINANT FUNCTIONS)

g

/”ACTUAL CORRECT CLASSIFICATION PERCENTAGE
. . GROUP < 137 cHorge 15T or 2"P chorce
~AE © . 35.3 79.4
(n=38) || 7 29.4 76.5
CHE . 75.0 82.1
(n = 28) 64.3 82.7
. T
CE 38.6 561
(n.= 57) 47.4 .59.6.
’ EE .0 e7a1 T 80.0 .y
w s * ~, k
(n = 85) 76.5 83.5 -
£ || 333 52.4'
(n = 21) 190 0 82,9
o ME 35.5 65.8 "
“(n= 76) - 31.6. 68.4
OVERALL 48'5 70.1
(n = 301) 49.2 N 71.4 ;W
" Note. The first entry in each cell follows the
minimum chi-square rule, The second entry fol-
lows the maximum probability rule.

classified by the minimum chi-square rule increases from 48.5 to
70.1 while that by the maximum probability rule increases from
49.2 to 71.4. N )
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stcuss1on

‘o ) .

E The resu]ts Show that 11neer1ng students can be classified
accurate]y us1ng func*inns der1ved from a discriminant analysis of
the six PIQ Eng1neer1n9 opecialty Scales - The classifications were
found in genera] to be s1gn1f1;ant1y hetter than chance predictions.

' at the p < .001 significance level. This s1gn1f1cance remained
durang ¢ross-validation %f the d1sér1m1nan§ functions even though
percentages of cerrect c]ass1f1catﬂon did decrease and, for most
specialty qroups, substant1ta11y 2 These c]ass1f1cat1on resu]ts not
only show good ut111ty of the der1§ed discriminant functions but
also good ut111ty of the six PIQ: Eng1neer1ng Spec1a1ty Scales used
in deriving the discriminant functions.

Nevertheless,” problems do exist for some of the scales._As
observed in the results, Aeronautical Engineers and Mechanical
Engineers were at times confounded ﬁ%th each other. It was also
‘observed that withvthé independent, FE72 cross-va]idation group IE
students were significantly misclassified (above p'< .001) above

»

were misclassified than were correctly classified./ It should be noted

‘chance as ME studeh@s. In fact, a larger pe?centagefﬁf IE students
that the AE and IE shcools were at one time incorég:;ted with the ME
"school The classification confusion seems to-indicate that character--
1st1cs unique to the FE70 samp]g of IE and ME (and. poss1b1y AE )students
-may have been present and thus adve1>e1y affected the d1scr1m1nant func-
tions, thus calling for re- examination and revision of their relevant
scales rather than a deficiency in the discriminant aﬁa]ysis The con-
found1ng may .also have been due in part to somewhat small sample sizes.
An- increase in the sample size of each eng1neer1ng&group (current]y
in progress) may thus alleviate somewhat the misclassification
tendencies by making each sample group more representative ofiits own
population and thereby lessening any unique characteristic effects.
Efforfs are also underway to increase the number of items per scale
as well as the number of scales. '

2 This decrease in discriminant function pred1ctab111ty may be cohpared
s conceptually to the decredse ip multiple regression predictability
(shrinkage of the multiple R2 or variance accounted for) over samples.

14




A]though all groups ~rrectly c]asSified'above chance to a
e s1gn1f1cant degree, def1c1enc1ej are seén when thd percentages of cor-

' rect. c]ass1f1cat1ons are comparg d w1th the1r correspond1nq percentages

f.

of total misclassifications. $1nce for several. groups more: students b
, were m1sc1ass1f1ed than- wer% cbrrect]y c]ass1f1ed there may be impor-

tant characteristics of each group remaining to be measured A]so, of

‘poss1b1e relevance to this 1s/the discussion fo]]ow1ng

When both the first: and the second choice for classification were

cons1dered (in the cross< va}1dat1on); a 1arge 1ncrement (re1at1ve to\

the increment poss1b1e) was observed 1n the percentage of correct clas-

sifications. Th1s wou]d indicate that a counse]or should present to - .ﬁ
~ studentsyfor the1r cons1derat1on the f1rst two cho1ces as opt1ma1 ones

and use Jother information ava11ab1e,/such as abilities and stated pref-
,erences,uto help decide between the’two choices. This could even be
. exténded to the top three (out of s1x) choices as a means of'efﬁective1y

reduc1ng the number of choices that must be considered. A feasib1e

,a]ternat1ve would be to actually use scores from relevant. ab111ty meas-

ures in the discriminant ana]ys1s along with interest scores. Too

often a counselor -- adm1ttedﬁy;not the best counselors’ = w111“present.
“only "the best cho1ce possib]e'(as the counselor sees it) or wiT]bpre-

sent a]] poss1b1e choices w1th little gu1dance toward the best or most

opt1ma1 chorces (as determ1ned by the student's obJect1ves, aB111t1es,

interests, etc.). The proposed plan above should hopefully help stu-

dents feel less restricted in their endeavors and at .the same time he]p
- them pursue a realistic carenr alternative. )

. According to the av..u wethodologyydiscriminant analysis is con-

? Nducted with p dgrov =nd tDe top g groups .are selected as the most

e

g :ggﬁma1 for an individual +- possessing the closest match between the

"&a§y1dua1 s scores ,and group.characteristics. This methodology is

'N”copduc]ye to, a counSe11ng viewpoint which concerns examining p possible
groups:togethed and selecting the g most‘1ike1y ¢hoices. However, an
alternate viewpoint involves examining group similarity as a.yes/no

question (with ‘a possib]e[criterion)~for an individual and each  possible

)
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group. Aceording to this viewpoint p separate, tWo7group discriminant
ana]ysesbwou1d be conducted involving membegdhip versus non-membership
(individuals in one group versus a]] other 1nd1v1duals) for each par-
ticular group. Probab111ty of the 1nd1v1dual S membersh1p would be
calculated for each of the P groups. The counselor cou]d then select
those groups whose probab111t1es surpass a cr1ter1on or which have the
‘ highest probab1T1t1es -- 1f none of the probab111t1es surpass . the cri-
~terion. DeLauret1s (1975) examined two-group discriminant analysis
functions” in reclassifying each of the six FE70 engineering gronps
versdsda group. of freshman engineers in general and obtained greater
resultsvtor each group (percentage‘of correct classifications greater
than 75 percent with median percentage of 84.6) than during the FE70
six-group discriminant analysis and reclassification. It should be
noted that thes% analyses conducted by DeLauretis are only similar, to
that proposed above since the reference group was a .group of freshman
engineers in general rather than a compos1te of other groups . of upper- -
class engineers. Neverthe]ess, this g1ves :some encourag1ng credibil-
ity to the two- group d1scr1m1nant ana]ys1s approach, a]though he was
not able at that time to examine the*cross va11dat1on of his two-grgup
discriminant functions on the FE72 samp]e x

The severa] two- group d1scr1m1nant ana]ys1s approach may_ﬁe com-‘b

pared to performing séveral, separate: t-tests rather than an 277'-  ,-
encompassing analysis of variance. Tnus, it may be that th™ ach
lmay’ndt only greatly restrict de( s of freedom for infer' may
“also increase the likelihood of match1nq an individual to a « aitar

- group. However, cons1der1ng DeLauret1s results, it maygbe wort.awhile
to compare* the pred1ct1ve utilities of ‘these two discriminant appsﬂaches.
Although the maximum (Bayesian) probability rule was obéé?féd to
be consistently superfor to the minimum chi-square rule in the overall
percentage of correct classifications, the difference was ngt\signifi—
cant, and‘thewsuperiorfty did not h&]d across groups. It is thought
that any "super1or1ty” may have been\due, at least in part t;\tﬁg
‘unequa1 group samp]e sizes, but this 1s not comp]ete]y substant1a ed by
the data. There is therefore a need n\ further examine th1s possible

& | ‘ N . | ' " @



tendehcy It is also squested that the ‘use of one ru]e w1th some

groups and the other rule wiﬁh e-remaining groups may be considered
.~ -and further stud1ed /-
/f/' S )
Conclusions

'Discriminant analysis functions, based on the six PIQ Engineering
Specialty Scales, correctly classified students into their specialty
group signif%cant]y above chance predictions (p < .001, in general).
Although. the percentages of correct classification decreased during
cross-validation of 'the discriminant functions,'the percentages were
in genera]-significant&y above chance 1gve1s. aTherefore; discriminant
analysis (as well as the six PIQ Engineering Specialty Scales) is con@
sidered to be of assistance to beg1nn1ng engineering students and

counselors in making dec1s1ons concern1ng the eng1neer1ngxspec1a1t1es

. It may also prove worthwh11e to consider not on]y the first, but.also ~.
the second choice of specialty area as be1ng opt1ma1 for success and -
then to' use”other information available to make the most‘reasonabﬁex'
decision. | '

a

Although problems were observed, indicains “hat a re-examination

}

of each scale may be necessary in ovr ésamﬁ?‘nqhar-

'éetgfgstic of their resperiijve . ;main; important
note that, even with ciese proble: .2 -scales and diseriminant:

runctions show goqd utility in addinc the avai]@b]e information

about a student in order to ass1st in dec1s1q/j concern1ng future aca-

P

demic endeavors. %
"y

Educationa] Impact

Engineering is one of ‘the largest professions in the United
\Statesftoday with over a quarter million undergraduate students
(over one million practicihg engineers in 1972). However, only
about one- ha1f of the students who beg1n engineering study actua]]y
'graduate in an engineering field, and many<yho remain in eng1neer1ng
change specialty area within engineering prior to graduation. In

17
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&
addjtion-the enginebripﬁ profession is becoming more complex and
broadening fts'respan§ibi]ities and gdals. It therefore becomes
increasingly 1mportant'to~guide capable and interested individuals
toward meeting the need of this expanding’professionﬂand oflthe_

“nation. It has been shown that’inventoried interests (such as
*measured'by the PIQ) provide worthwhile information and multiple -

discriminant analysis a worthwhifejmethod*of using this information ,
for assisting with qducationa]/ca%eef decjsions. However, it is
important to note that these techniques need -- and should -- not
_be lTimited to engineering but could be applied to the broader domain
of career fields available and could be very useful as occupat1ona1

1nterests within individuals deve]oo
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